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Abstract

This paper extends a number of results first presented in [1] regarding implementations in Java of unbalanced binary trees, with special emphasis on binary trees first studied by Adel'son-Velskii and Landis in 1962 [2] and now known as AVL trees. We begin by giving a definition of AVL trees, and give a formal object-oriented implementation of the Binary Search Tree abstract data type. In addition, we provide an implementation in Java of a number of rotation methods that convert the original binary search tree into an AVL tree.

1. Introduction: Preliminary Definitions.

Binary search trees are special forms of binary trees whose design is both simple and extremely efficient as a nonlinear data structure used for searching and sorting. In fact, if n Comparable objects are stored in a binary search tree, the efficiency of searching such a structure for a value ranges from an $O(n)$ worst case to an $O(\log n)$ average case. The worst case involves the construction of a binary search tree whose shape is “short and fat,” since such trees optimize the efficiency of searching and sorting. Indeed, such “short and fat” trees yield searches than are approximately $O(\log n)$. In case the original tree is not “short and fat,” we consider clockwise and counterclockwise rotations of the tree that transform it into a balanced binary search tree, also known as an AVL tree.

In this paper, we describe one way of defining “short and fat,” and then propose a method that converts binary search trees into an equivalent form satisfying this definition. The optimal binary search tree for purposes of searching and sorting is a balanced tree, namely a binary search tree with the additional property that the height of any node’s right subtree differs from the height of the same node’s left subtree by no more than one.
This is commonly referred to as an **AVL tree**, named after its principal researchers, the Russian mathematicians Adelson-Velskii and Landis. We may observe that an AVL tree satisfies our criterion for a "short and fat" tree.

We then face a very interesting problem. Suppose our current binary search tree is not an AVL tree. Is it possible to provide algorithms that can be used to convert the current binary search tree into an AVL tree? One way of solving this problem is to rearrange the nodes of the tree to achieve better balance, and one way of accomplishing this objective is by rotation operations on the original tree.

3. **Binary Search trees.**

\( T_r \) is a binary search tree (BST) if either \( T_r \) is empty, or if \( T_r \) is a nonempty binary tree satisfying each of

- for each node \( u \) of \( T_r \), the left subtree rooted at \( u \) is either empty, or contains nodes, each of whose \texttt{info} component has a value less than that of \( u \);
- for each node \( u \) of \( T_r \), the right subtree rooted at \( u \) is either empty, or contains nodes, each of whose \texttt{info} component has a value greater than that of \( u \);
- for each node \( u \) of \( T_r \), the left and right subtrees rooted at \( u \) are both binary search trees.

We assume throughout this discussion that the nodes of a binary search tree have \texttt{info} components that are members of a single \texttt{Comparable} type, whether predefined or defined explicitly by the programmer.

We may define the binary search tree abstract data type (ADT) as an abstract data type that supports the following list of admissible operations:

1. test whether the current tree is empty;
2. retrieve a value stored in the tree (and test whether that value is currently stored in the tree);
3. insert a new node into the tree so that the result retains the structure of a binary search tree;
4. remove an existing value from the tree so that the result remains a binary search tree;
5. traverse the nodes of the current tree.

The implementation of this ADT in Java results in the construction of a class, whose objects will have nodes, all of which will lie in a single subclass of the \texttt{Comparable} class.

Our design will involve first defining a new class of nodes that are suitable for binary search trees. This class is called \texttt{BSTNode}, and is coded as follows:
class BSTNode
{
    private BSTNode leftChild;
    private BSTNode rightChild;
    private BSTNode parent;
    private Comparable info;

    // Constructor. Initializes binary search tree with info,
    // and left and right children, and parent references.
    public BSTNode(Comparable value, BSTNode left, BSTNode right,
        BSTNode parent)
    {
        this.leftChild = left;
        this.rightChild = right;
        this.parent = parent;
        this.info = value;
    }

    // Accessors.
    // Returns the reference to one of the fields of the node.
    public BSTNode getLeft(){return leftChild;}
    public BSTNode getRight(){return rightChild;}
    public BSTNode getParent(){return parent;}
    public Comparable getInfo(){return info;}

    // Sets the reference to one of the fields of the current node.
    public void setLeft(BSTNode x){leftChild = x;}
    public void setRight(BSTNode x){rightChild = x;}
    public void setParent(BSTNode x){parent = x;}
    public void setInfo(Comparable x){info = x;}
}

A BSTNode has the structure of (Figure 1):

<table>
<thead>
<tr>
<th>info</th>
<th>leftChild</th>
<th>rightChild</th>
<th>parent</th>
</tr>
</thead>
</table>

(Figure 1)

The class BinSrchTree will have two constructors. The first is the empty constructor

public BinSrchTree()
{
    root = null;
} // terminates text of the empty constructor
which constructs an empty binary search tree. The second constructor generates a binary search tree with a single nonempty root node whose info component is the value of the parameter. This is coded as

```java
public BinSrchTree(Comparable value)
{
    root = new BSTNode(value, null, null, null);
} //terminates text of constructor
```

The only instance variable of BinSrchTree is the designated root of the tree, coded as

```java
private BSTNode root;
```

The isEmpty method tests whether a binary search tree is empty, returning true if so, and false if not.

```java
public boolean isEmpty()
{
    return root == null;
} // terminates text of isEmpty
```

The method makeEmpty removes all of the nodes of an already existing BinSrchTree object, if that object is not already empty:

```java
public BSTNode makeEmpty()
{
    return root = null;
} // terminates text of makeEmpty
```

Due to the nature of binary search trees, insertion and removal operations must be done in a manner that maintains the integrity of the tree. That is to say, after an insertion or removal operation is performed, the resulting tree must retain the structure of a binary search tree. Each of the insertion, removal, and retrieval methods exploit the fact that the only point of entry into the tree is through the root. Each of these operations involves a search for the value to be retrieved or removed from the tree, or a search for the proper position in the tree where the new node is to be inserted. Thus, the root of the BinSrchTree object plays a critical role in each of these operations. It is therefore important to code the getRoot method for use in binary search trees. The code is given as

```java
public BSTNode getRoot()
{
    if (isEmpty()) // Current tree is empty
        throw new BinaryTreeException("retrieval operation aborted - current tree is empty");
    else return root;
} // terminates text of getRoot."
```

---

1For the description of the BinaryTreeException class, see [1], p. 348.
The design of the insertion method is of particular interest. We choose to design a method that inserts values, one at a time, into the existing binary search tree, so as to maintain the integrity of the tree. This first involves a search for the proper location of the new node in the tree, and then executing the necessary insertion operations of the new node into the existing tree, provided that the new node does not already appear in the tree.

The insertion operation is performed by executing a pair of methods. The first of these is insert, which is public, and requires a single Comparable parameter. This parameter holds the value of the info component of the node to be inserted into the tree. The insert method then invokes the auxiliary private recursive method insertValue, which does most of the computational work of inserting the value in its proper position in the tree. The reason for recursion is that it is impossible to predict the height of the resulting tree in advance. Consequently, in the coding of insertValue, the parameter defined as root not only will refer to the root of the entire tree, but also to the root of the (left or right) subtree at any specific level of the recursion. Thus, the coding of insertValue may be given by

```java
private void insertValue(BSTNode root, Comparable value) {
    // If value to insert is less than the value at the
    // current root, go to the left subtree.
    if (value.compareTo(root.getInfo()) < 0) {
        // If at a leaf, insert new node.
        if (root.getLeft() == null) {
            BSTNode newNode = new BSTNode(value, null, null, null);
            root.setLeft(newNode);
        } else {
            // Not at a leaf, so proceed down the tree
            insertValue(root.getLeft(), value);
        }
    } else {
        // If value to insert is greater than the current root,
        // go to the right subtree.
        // If at a leaf, insert new node.
        if (root.getRight() == null) {
            BSTNode newNode = new BSTNode(value, null, null, null);
            root.setRight(newNode);
        } else {
            // Not at a leaf, so proceed down the tree.
            insertValue(root.getRight(), value);
        }
    }
    // terminates text of insertValue.
}
```

The formal code for insert invokes insertValue, and is given by

```java
public void insert(Comparable value) {
    insertValue(root, value);
    // terminates text of insert method.
}
```
It is important to note that the setLeft and setRight methods alluded to in the text of insertValue have to be recoded to accommodate an appropriate linkage involving the parent component of the new node.

Intuitively, each of the operations of insertion, retrieval, or removal involves a search of the current binary search tree. The efficiency of these operations depends on the shape of the tree. If the current tree contains $n$ and if it is "short and fat," the complexity of the search is approximately $O(\log n)$. On the other hand, if the tree is nearly linear, the complexity is approximately $O(n)$.

The coding of the instance method for retrieving a value (if it exists) in a binary search tree amounts to searching the tree for that value. The value sought is one of the parameters passed to the retrieval method. The remaining parameter is a reference to a node of the tree, which we may assume is the root of the tree. The reason for including this last parameter is to facilitate the formal coding of the recursive algorithm used for the retrieval.

Similar to insertion, the retrieval of a value (if such a value already exists in the tree) is done by the retrieve method, callable by the user and requiring a single Comparable parameter—the value to be retrieved. The retrieve method in turn invokes the private and recursive method retrieveValue, returning a boolean value and requiring two parameters—the root of the tree to be searched, and the value sought. If retrieveValue returns true, this indicates that the value sought was found in the tree; and if false is returned, this indicates that the value sought was not found in the tree.

The coding for retrieveValue is given by

```java
private boolean retrieveValue(BSTNode root, Comparable value) {
    if (root != null) {
        if (value.equals(root.getInfo())) { // successful search
            return true;
        } else { // search is unsuccessful so far
            if (value.compareTo(root.getInfo()) < 0) { // value too small
                // Resume search in left subtree
                return retrieveValue(root.getLeft(), value);
            } else if (value.compareTo(root.getInfo()) > 0) { // value too big
                // Resume search in right subtree
                return retrieveValue(root.getRight(), value);
            }
        }
    }
    // If execution resumes here, search is unsuccessful.
    // Report unsuccessful search.
    return false;
}
```

and the code for retrieve is
// Retrieve method, callable by user and invoking retrieveValue.
public boolean retrieve(Comparable value)
{
    return retrieveValue(root, value);
} // terminates text of retrieve method.

The implementation of the removal of an existing value is by far the most complicated operations defined for a binary search tree. This is primarily due to the fact that, after searching for and locating the value to be removed, the resulting tree must retain the structure of a binary search tree. As in the coding of the insertion and retrieval methods, the remove method will rely on the functionality of four private methods, some of which are recursive. The public method accessible to the user is called remove, and takes a Comparable parameter: the value to be removed from the current binary search tree. It is coded as

public void remove(Comparable value)
    // Removes the node of the binary search tree whose
    // info component matches the value of the parameter.
{
    root = removeValue(root, value);
} // terminates text of remove

Note that remove invokes another method called removeValue. The removeValue method is private, and, with the participation of three other auxiliary methods, performs the actual work of removing the indicated node and restructures the result so that it retains the structure of a binary search tree. One of the reasons for much of the programming effort that follows is that there are three possible cases of configurations of nodes, and each case requires a different form of removal. The three possible cases are listed as

(Case 1) the node to be removed is a leaf;
(Case 2) the node to be removed has exactly one non-null child;
(Case 3) the node to be removed has two non-null children.

(Case 1) This is the simplest case. Here the only action to be taken is to redirect the parent’s link away from the node to be removed to null.

(Case 2) Here, the node to be removed has exactly one non-null child. The algorithm strategy to apply here is to have the parent of the node to be removed redirect its reference from the present node to the non-null child of the present node.

(Case 3) The final case involves removing an interior node having non-null left and right children. To do so, we require an important auxiliary definition. The inorder successor (whenever it exists) of any node in a binary search tree is the node whose value immediately follows that of the current node in the inorder traversal of the tree. The strategy then is to swap the node to be removed with that containing its inorder successor. The resulting tree then places the node to be removed into a situation involving either (Case 1) or (Case 2).
The auxiliary method `removeValue` is recursive and involves another private method called `deleteNode`. The code for `removeValue` is then given by

```java
private BSTNode removeValue(BSTNode node, Comparable value) {
    // Recursive. Deletes node from BSTree object.
    BSTNode ptr;
    if (node == null)
        throw new BinaryTreeException("Exception - value not found");
    else
    {
        Comparable nodeValue = node.getInfo();
        if (value.equals(nodeValue))
            // node sought is the root of some subtree
            node = deleteNode(node); // delete the node
        else if (value.compareTo(nodeValue) < 0) // node too small
            // search the left subtree
            { ptr = rremoveValue(node.getLeft(), value);
              node.setLeft(ptr);
            }
        else // value too big - search the right subtree
            { ptr = removeValue(node.getRight(), value);
              node.setRight(ptr);
            }
    } // terminates text of outer else-clause
    return node;
} // terminates text of removeValue.
```

The task of `removeValue` is to locate the position of the node in the tree that is to be removed. The actual removal of the node is performed by `deleteNode`, invoked in the text of `removeValue` as

```java
node = deleteNode(node);
```

Thus, at this point, `node` refers to the node to be removed. If that node is a leaf, as in (Case 1), \( (\text{node.getLeft()} == \text{null}) \&\& (\text{node.getRight()} == \text{null}) \) is true, and hence return node executes, returning `null`. The value `null` returned indicates that a leaf node was removed from the tree.

Suppose now that the node to be removed has exactly one non-null child (as in (Case 2)). Suppose that non-null child is the left child. Thus \( \text{root.getLeft()} == \text{null} \) is false and \( \text{root.getRight()} == \text{null} \) is true. When `removeNode` executes in this case, `root.setLeft(ptr)` is returned – a reference to the left child of the node to be removed is returned. This return value indicates that the node to be removed has been bypassed; the new left child becomes the left child of the node that has just been removed.
The code for `deleteNode` is given by

```java
// Auxiliary private method used by removeValue.
private BSTNode deleteNode(BSTNode node)
{
    Comparable replacementValue;
    if((node.getLeft() == null) && (node.getRight() == null))
        return null;
    // test for left child
    else if(node.getLeft() == null)
        return node.getRight();
    // test for right child
    else if(node.getRight() == null)
        return node.getLeft();
    else
    {
        replacementValue = getSuccessor(node.getRight());
        node.setInfo(replacementValue);
        node.setRight(removeSUccessor(node.getRight()));
        return node;
    } // terminates text of last else-clause
} // terminates text of deleteNode
```

Finally, if neither the left child or the right child of the node to be removed is null, execution in `deleteNode` passes to the sequence

```java
replacementValue = getSuccessor(node.getRight());
node.setInfo(replacementValue);
node.setRight(removeSUccessor(node.getRight()));
return node;
```

Here we use the following key observation. Assume some fixed node in a binary search tree has two non-null children. The inorder successor of that node is the leftmost node in the right subtree rooted at that node.

The task performed by `getSuccessor` is to determine the value of the `info` component of the leftmost node in the right subtree rooted at the node to be removed. Its code is given by

```java
private Comparable getSuccessor(BSTNode node)
// Recursive
{
    if(node.getLeft() == null)
        return node.getInfo();
    else
    {
        return getSuccessor(node.getLeft());
    } // terminates text of getSuccessor
```

The role of `removeSuccessor` is to first copy the value of the inorder successor into the `info` component of the node that is to be removed, and then removing the leaf or the
node with exactly one non-null child holding the other copy. The code for removeSuccessor is given by

```java
private BSTNode removeSuccessor(BSTNode node) {
    if (node.getLeft() == null)
        return node.getRight();
    else
    { 
        node.setLeft(removeSuccessor(node.getLeft()));
        return node;
    }  // terminates text of last else-clause
    }  // terminates text of removeSuccessor
```

4. Rotations and Their Implementation.

In this section, we provide the necessary code for implementing rotation operations needed to convert ordinary binary search trees into AVL trees. Consider the example of the Integer-valued\(^2\) tree of (Figure 2) below:

(Figure 2)

\(^2\) Here Integer refers to the wrapper class associated with int.
Clearly, this tree is not balanced, but it can be converted into the AVL tree described in (Figure 3) by performing a single clockwise rotation. Also note that the height of the tree of (Figure 2) is 4, while that of the tree of (Figure 3) is 3.

(Figure 3)

This is an example of the result of applying a single clockwise rotation. In more general terms, suppose we have a subtree of a binary search tree as described in (Figure 4) below:

(Figure 4)

Here, \( P \) represents the original parent node of the child \( C \), \( C_1 \) represents the left subtree rooted at \( C \), \( C_2 \) is the right subtree rooted at \( C \), and \( C_3 \) is the right subtree rooted at \( P \). The result of applying a clockwise rotation is the tree described in (Figure 5).
Note that after the single clockwise rotation, the integrity of the binary search tree is preserved. Indeed, in either tree, any node (if such exists) in the subtree $C_1$ has a value less than $C$ (and $P$); any node (if such exists) in $C_2$ has a value greater than that of $C$ but less than that of $P$, and any node (if it exists) in $C_3$ has a value greater than that of $P$.

How may we implement a single clockwise rotation in Java? The following code defines a non-static method for performing a single clockwise rotation.

```java
// Performs a single clockwise rotation around a node.
public BSTNode rotateClockwise(BSTNode oldRoot) {
    BSTNode parent = oldRoot.getParent(); // hold onto parent
    BSTNode newRoot = oldRoot.getLeft(); // left child must exist
    try {
        BSTNode nrRight = newRoot.getRight(); // right child of newRoot
        oldRoot.setLeft(nrRight);
        newRoot.setRight(oldRoot);
        newRoot.setParent(parent); // reset parent node leading into subtree
        if (parent != null) { // have a normal subtree rotation
            // are we hanging off of the right subtree or the left subtree?
            if (oldRoot.equals(parent.getRight()))
                parent.setRight(newRoot);
            else if (oldRoot.equals(parent.getLeft()))
                parent.setLeft(newRoot);
        } else // parent == null: special case rotating about the true root
            root = newRoot; // important to reset root
    } // terminates text of try-block
    catch (Exception e) { // catches a null newRoot
        }
```
System.out.println(" FAILED rotateClockwise " + e);
}
return newRoot;
} // terminates text of rotateClockwise method.

Now consider the case of the Integer-valued tree of (Figure 6):

(Figure 6)

Again, this tree is not balanced. However, we can transform this tree into the AVL tree depicted in (Figure 7) by a single counterclockwise rotation. Also note that the height of the tree of (Figure 6) is 4, while that of (Figure 7) is 3.

(Figure 7)
In general, suppose we have a subtree of a binary search tree as described in (Figure 8):

(Figure 8)

Here P and C are as before, C₁ is the left subtree rooted at P, C₂ is the left subtree rooted at C, and C₃ is the right subtree rooted at C. Then a single counterclockwise rotation about P produces the binary search tree depicted in (Figure 9):

(Figure 9)

The following non-static method may be used to implement counterclockwise rotations.
// Performs a counterclockwise rotation about a node.
public BSTNode rotateCounterClockwise(BSTNode oldRoot)
{
    BSTNode parent = oldRoot.getParent(); // hold onto parent
    BSTNode newRoot = oldRoot.getRight(); // right child must exist
    try
    {
        BSTNode nrLeft = newRoot.getLeft(); // left child of newRoot
        oldRoot.setRight(nrLeft);
        newRoot.setLeft(oldRoot);
        newRoot.setParent(parent); // reset parent node leading into subtree
        if(parent != null) // is a normal subtree rotation
        {
            // are we hanging off of the right or the left subtree?
            if(oldRoot.equals(parent.getRight()))
                parent.setRight(newRoot);
            else // if(oldRoot.equals(parent.getLeft()))
                parent.setLeft(newRoot);
        }
        else // if(parent == null): special case rotating about the true
        // root
        root = newRoot; // important to reset root
    } // terminates text of try-block
    catch(Exception e) // catches a null newRoot
    {
        System.out.println(" FAILED rotateCounterClockwise :" + e);
    }
    return newRoot;
} // terminates text of rotateCounterClockwise method

There are situations in which a single rotation in either direction is not sufficient to
convert a binary search tree into an AVL tree. In such cases, a sequence of clockwise
and/or counterclockwise rotations about several different nodes of the existing tree may
be required to convert the tree into an AVL tree. For commercial purposes, it may well
be worth the effort required to accomplish the conversion.
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